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Webcast Guidelines

• The Webcast is being recorded.  The 
Webcast replay and slides will be 
available in a few days.

• Please Mute your line. Background 
sounds will distract everyone.

• Use the Chat Button in the upper right 
to ask questions.
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Informix Tutorial 
Managing Informix Logs

by Lester Knutsen
How do you configure and maintain Informix Logs? The logs are 
critical to database reliability, and we will discuss best practices 
for managing and configuring Informix logical logs. We will also 
cover the backup and recovery of logical logs.



Agenda
• Critical Purpose of Logs - Relational Database Rules
• Database Transactions Require Logs
• Informix Database Logging Modes
• How the Physical Log Works
• How the Logical Logs Work
• Monitoring Logical Logs Status
• Logical Logs Problems 
• Informix Checkpoints and Logs
• Informix Fast Recovery
• Backing Up Logical Logs Automatically
• Managing Logs Using Onparams and InformixHQ
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Demo

• Batch Billing Run
• Informix Logs Monitoring
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Relational Database 
Rules - ACID

• Atomicity guarantees that each transaction is 
treated as a unit which either succeeds or fails 
completely.

• Consistency ensures that a transaction can only 
bring the database from one valid state to another.

• Isolation ensures that concurrent execution of 
transactions saves data as if each transaction was 
executed sequentially.

• Durability guarantees that once a transaction has 
been committed, it will remain committed even in the 
case of a system failure. 
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Database Logs Enforce 
the Relational Rules

• Transaction Processing
• Begin Work
• Commit Work or Rollback Work
• Database Logging Modes
• Database Logging is required for all 

Replication
• High Available Data Replication (HDR)



Database Transactions
• Define a unit of work that must be completed as a 

whole
• Ensure all work is completed
• Undo all work if any part fails

– Begin Work - Starts the transaction
– Commit Work  - Completes the transaction (saves all work)
– Rollback Work - Restores data to state before transaction
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Example
Begin Work
insert into deposit values 
( TODAY, p_customer_num, p_amount );

if ( sqlca.sqlcode != 0 ) then
rollback work
return

end if
update customer set balance = (balance + p_amount)
where customer_num = p_customer_num

if ( sqlca.sqlcode != 0 ) then
rollback work
return

end if
Commit Work

if ( sqlca.sqlcode != 0 ) then
rollback work
return

end if



Database Logging Modes

• No Logging
• Buffered Logging
• Unbuffered Logging
• ANSI Mode Logging
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No Logging

• Fastest but least safe
• Transactions are not used
• Commit or Rollback work statements not allowed

Data recovery:
• from the last checkpoint if physical log disk is available
• from last archive is physical log disk is not available

• Faster inserts, updates and deletes
• Note: Logical Logs are used for some internal activities 
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UnBuffered Logging

• Slowest and safest
• Transactions may be used

Data recovery:
• from last committed transaction if logical log disk is OK
• from last committed transaction on logical log tape

• All transactions are immediately written to disk  
(slowest performance)

• Need to monitor logs so they do not fill 
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Buffered Logging

• Better performance but not as safe
• Transactions may be used

Data recovery:
• from last committed transaction flushed to disk
• from last committed transaction flushed to logical 

log tape

• Logs stored in memory buffer until written to disk
• Need to monitor logs so they do not fill up



ANSI Mode Logging
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• Enforces ANSI rules for transaction 
processing

• Always in a transaction (No begin work)
• Similar to Unbuffered Logging



Informix Logs

• Physical Log – image of a page before 
a change

• Logical Logs – record of changes in a 
transactions 
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Informix Physical Log

• Stores image of disk page before any change is made 
to a page

• Used by Fast Recovery to return the system to the 
state of the last checkpoint

• A checkpoint empties the Physical Log

• When Physical Log is 75% full, Informix performs a 
checkpoint 
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Informix Logical Logs
• Informix requires a minimum of 3 Logical Logs

• The number of logs is set in ONCONFIG file

• Stores records of all changes made to a 
database within a transaction

• Used to rollback changes to tables

• A Logical Log is freed for reuse when it is backed 
up to tape and it contains no open transactions.

• When all logical logs are full, Server will hang



Physical and Logical Logs: 
Use onparams to set after 

initialization
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Monitoring Logical Log 
Status

onstat –l
• Flags:

• A - newly added
• B - Backed up
• C - Current logical log file
• F - Free, available for use
• L - Contains the last checkpoint
• U - Unreleased, in use



Onstat –l Example
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Compare Pages/IO to Bufsize



Status of Transactions
Use: onstat -x
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Logical Log Performance

• For HDR Planning – How much data will 
be going to the Secondary Servers?

• What is my Log turnover rate?
• Do I have enough Logs?
• Are the Logs too small or too big?
• Goal – Enough Logs for 4 days
• Goal – Turnover 12 to 24 Logs per hour
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Logical Log Performance
select        count(*) logs_used,

sum( size ) log_pages_used,
dbinfo('utc_to_datetime', min( filltime) ) start_time,
dbinfo('utc_to_datetime', max( filltime) ) end_time,
(dbinfo('utc_to_datetime', max( filltime) ) - dbinfo('utc_to_datetime', min( filltime) )) total_time,
(( max( filltime)) - ( min( filltime) )) total_secs,
((( max( filltime)) - ( min( filltime) )) /60 ) total_minutes,
(((( max( filltime)) - ( min( filltime) )) /60 ) /60 ) total_hours,
( count(*) / (((( max( filltime)) - ( min( filltime) )) /60 ) /60 )) logs_per_hour,
( sum(size) / (((( max( filltime)) - ( min( filltime) )) /60 ) /60 )) pages_per_hour

from syslogfil
where filltime > 0 ;
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Logical Log Performance
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Logical Log Not Backed up
select uniqid, is_current, is_used, is_backed_up, is_new
from syslogs
where is_used = 1
and is_new = 0
and is_temp = 0
and is_pre_dropped = 0
and is_backed_up != 1

order by uniqid;
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Logical Log Not Backed up
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Should only see the current Logical Log



Monitoring for Logical Log 
Failures

• Logical Log Backup Failures will result 
in a Blocked System

• All Logical Logs Full will result in a 
Blocked System

• Long Transactions will result in 
Transaction Rollback
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Long Transactions
• A transaction which uses too many logical logs and 

potentially could lock up the Informix system is a 
long transaction.

• Informix uses two parameters in the ONCONFIG file 
to define long transactions:

LTXHWM 50 # Long transaction high water mark percentage

LTXEHWM 60 # Long transaction high water mark (exclusive)

• Once a transaction uses the LTXHWM percent of 
logical logs it is aborted and rolled back



Long Transactions –
Change default to 50%
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Informix Checkpoints

• Syncs everything in memory to disk to 
insure durability

• Sets Recovery point for a restore
• Clears and restarts the Physical Log
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Types of Checkpoints

• Full or “sync” – all versions
• Fuzzy – (9.X – 10.X only)
• Non-Blocking Checkpoints – all 

versions since 11.X
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Steps of a Sync Checkpoint
1. Engine blocks threads from entering “critical sections” of code
2. The page cleaner thread flushes the Physical Log buffer to 

log on disk
3. The page cleaner threads flush to disk all modified pages in 

the buffer pool (chunk write)
4. The checkpoint thread writes a checkpoint record to the 

Logical Log buffer
5. The Logical Log buffer is flushed to the current Logical Log 

file on disk
6. The Physical Log on disk is logically emptied (current entries 

can be overwritten)
7. The checkpoint thread updates the reserved pages with the 

checkpoint record information
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What Causes Sync 
Checkpoints to Occur? 

1. Physical Log becomes 75% full
2. “onmode –c” or “-ky”
3. Administrative actions (adding dbspaces, altering 

tables)
4. A backup or restore operation using ontape or ON-

Bar
5. End of fast recovery or full recovery
6. Reuse of a Logical Log containing the oldest fuzzy 

operation not yet synced to disk
7. LTXHWM reached with fuzzy transactions
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Checkpoint Performance

• What is a summary of my Checkpoint 
Performance?
– Checkpoint_summary.sql

• What are the details of the last 10 
Checkpoints?
– Checkpoint_last.sql
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Checkpoint Performance 
Summary

select type,
count(*) num_checkpoints,
max ( dbinfo( "utc_to_datetime", clock_time)) last_checkpoint,   -- Clock time of the checkpoint
max ( crit_time ) max_sec_crit_time, -- Fractional seconds spent in critical sections
sum ( crit_time ) sum_sec_crit_time, -- Fractional seconds spent in critical sections
max ( flush_time ) max_sec_flush_time, -- Fractional seconds spent flushing dirty pages during the checkpoint
sum ( flush_time ) sum_sec_flush_time, -- Fractional seconds spent flushing dirty pages during the checkpoint
max ( cp_time ) max_checkpoint_time, -- Duration of the checkpoint in fractional seconds
sum ( cp_time ) sum_checkpoint_time, -- Duration of the checkpoint in fractional seconds
max ( n_dirty_buffs ) max_dirty_buffs, -- Number of dirty buffers at the beginning of the checkpoint
sum ( n_dirty_buffs ) sum_dirty_buffs, -- Number of dirty buffers at the beginning of the checkpoint
max ( n_crit_waits ) max_crit_waits, -- Number of processes that had to wait for the checkpoint
sum ( n_crit_waits ) sum_crit_waits, -- Number of processes that had to wait for the checkpoint
max ( tot_crit_wait ) max_crit_sec, -- Total time all processes waited for the checkpoint - fractional seconds
sum ( tot_crit_wait ) sum_crit_sec, -- Total time all processes waited for the checkpoint - fractional seconds
max ( block_time ) max_block_time, -- Longest any process had to wait for the checkpoint - fractional seconds
sum ( block_time ) sum_block_time -- Longest any process had to wait for the checkpoint - fractional seconds

from syscheckpoint
group by 1 order by 1 ;
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Checkpoint_summary.sql
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Last 10 Checkpoints
select first 10

intvl,
type,
dbinfo( "utc_to_datetime", clock_time),   -- Clock time of the checkpoint
crit_time, -- Fractional seconds spent in critical sections
flush_time, -- Fractional seconds spent flushing dirty pages during the checkpoint
cp_time, -- Duration of the checkpoint in fractional seconds
n_dirty_buffs, -- Number of dirty buffers at the beginning of the checkpoint
n_crit_waits, -- Number of processes that had to wait for the checkpoint
tot_crit_wait, -- Total time all processes waited for the checkpoint - fractional seconds
block_time -- Longest any process had to wait for the checkpoint - fractional seconds

from syscheckpoint
order by intvl desc;
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Checkpoint_last.sql
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Backing Up Logical Logs

• Using Onbar
– onbar –b –l 

• Using Ontape
– ontape –a 
– ontape –c 
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Backing Up Logical Logs
ONCONFIG entries define Log Archive Device

LTAPEDEV/dev/tapedev # Log tape device path
LTAPEBLK 16 # Log tape block size (Kbytes)
LTAPESIZE 10240 # Max amount of data to put on log tape 
(Kbytes)

• Setting LTAPEDEV to /dev/null
• Logs are automatically freed when no longer used
• Logs are not backed up but this does allow you to 

use transaction logging in your applications
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Backing Up Logical Logs 
to /dev/null

• Setting LTAPEDEV to /dev/null
• Discards the Logical Log backups
• Cannot restore from Logical Logs
• Logs are automatically freed when no longer used
• Logs are not backed up but this does allow you to 

use transaction logging in your applications
• ONCONFIG entries define Log Archive Device

LTAPEDEV /dev/null # Log tape device path
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Ontape Logical Log 
Backup

Continuous backup to tape - ontape –c

• Requires an operator to watch and change tapes
• Informix will hang when all the logs are full and the tape is 

full or stops working
• Must label tapes carefully in order to use them in a restore
• Must restart process after Informix reboots with a NEW tape
• Recommend dedicated tape drive 
• Recommend creating enough logs for two days of 

processing in case the tape drive breaks
• Slow tape drive may impact performance 
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Ontape Logical Log 
Backup

Manual backup to tape (also called 
Automatic) ontape –a

• Requires an operator to start backups
• Informix will hang when all the logs are full
• Must label tapes carefully in order to use them in a restore
• Must use a NEW tape for each backup
• Slow tape drive may impact performance 



Ontape Backup Logs to a 
Directory

• Set LTAPEDEV to a directory owned by 
informix and group informix
– mkdir /informixbackups/train1/logs
– chown informix:informix /informixbackups/train1/logs
– chmod 770 /informixbackups/train1/logs

• User ontape to backup logs
– ontape –a -d

• User the Alarmprogram to back up logs
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Informix Fast Recovery
• Automatic - every time Informix is restarted
• Restores pages from Physical Log to last 

checkpoint
• Rolls forward all committed transactions in 

the Logical Log
• Rolls back all uncommitted transactions in 

the Logical Log
• When Informix is correctly shutdown, all 

transactions are flushed and Fast Recovery 
will have no work to do



Fast Recovery – Checkpoint 
1. Physical Log data used to return all 

disk pages to original “synced” state 
(physical restore)

2. The most recent checkpoint (sync) 
record is located in the Logical Log files

3. All subsequent Logical Log records are 
rolled forward

4. Uncommitted transactions are rolled 
back 
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Fast Recovery
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• Use onstat –m or view the logical Logs 
for results of Fast Recovery



Managing Logs with 
InformixHQ
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Managing Logs - Onparms
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Database Disk I/O

• Most Reads are from Data and Tables
• Writes will be split between Physical 

Log, Logical Log, Temp, and Data

rootdb phylog llogdbs tmpdbs datadbs datadbs
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Physical Log DBspace

• The Physical and Logical log will have 
30-50% of all writes

• Move out of Root to separate Dbspaces
• Physical Log Size = 1.25 x Buffer Size
• A Checkpoint will occur when the 

Physical Log is 75% Full 
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Move the Physical Log to a 
New DBspace
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Logical Log DBspace

• The Physical and Logical log will have 
30-50% of all writes

• Move out of Root to separate Dbspaces
• Logical Log Size = Hold 5-10 minutes of 

transactions at peak time 
• Have enough Logical Logs for 4 days 
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Move the Logical Logs
• Create two Dbpaces for Logical Logs 

and alternate log location
– One will be current and written too
– Second will be used for backup 

• Create 6 New Logs
• Make a New Log Current and with Last 

Checkpoint
• The Drop the old logs 
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Move the Logical Logs
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Summary 
and Best Practices

• Logging is Required for High Available Data 
Replication(HDR) and Enterprise Replication

• Check SQL Transactions for Errors and perform a 
Rollback

• Move the Physical Log out of Rootdbs
• Physical Log Size > 1.5 x Buffers
• Move the Logical Logs out of Rootdbs
• Logical Log Size – Enough for 4 days with an 

average of 6 Logs per Hour
• Setup Automatic Backup of Logical Logs

57



Questions?

Send follow-up questions to 
Lester@advancedatatools.com



International Informix User Group: 
http://www.iiug.org
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http://www.iiug.org/


IBM Informix Community
http://www.iiug.org/community

This replaced Informix-List
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Free Informix Tutorials Webcasts
from the IBM Informix Champions

A step by step guide to using Informix Database Servers

Ø Getting Started with Informix by Lester Knutsen on January 30th, Replay on 
website

Ø Configuring a New Informix Server by Lester Knutsen on February 27th, Replay 
on website 

Ø Managing Informix Disk Space - March 19, 2020, Replay on website 

Ø Managing Informix Logs - April 30, 2020 Replay on website

Ø Informix Backup, Recovery, and High Availability - May 28, 2020 at 2:00 pm EDT

Ø Connecting Users to Informix Servers - June 25, 2020 at 2:00 pm EDT

Ø Creating Databases and Tables in Informix - July 23, 2020 at 2:00 pm EDT

Ø Basic Informix Server Monitoring - August 20, 2020 at 2:00 pm EDT

Registration and more information: https://advancedatatools.com/tech-info/next-webcasts/

https://advancedatatools.com/tech-info/next-webcasts/


Upgrading to Informix 14.10?
We have the course for you!

Ø May 18-21, 2020 - Informix for Database Administrators 
Ø July 13-16, 2020 - Advanced Informix Performance Tuning
Ø October 5-8, 2020 - Informix for Database Administrators

More information and registration at: 
https://advancedatatools.com/training/
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Attend classes online on the web or in person at our training center in Virginia.  All you need is a web 
browser to connect to our  WebEx training system, and an SSH client (like Putty) to connect to our 
training lab for hands-on exercises. 

https://advancedatatools.com/training/


Ready for Informix 14.10?
We have the training for you!

Ø May 18-21, 2020 - Informix for Database Administrators 
More information and registration at: 
https://advancedatatools.com/training/
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Attend class online on the web or in person at our training center in Virginia.  All you need is a web 
browser to connect to our WebEx training system, and an SSH client (like Putty) to connect to our 
training lab for hands-on exercises. 

https://advancedatatools.com/training/


Informix Training
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Each student in class 
will have a server 
running Informix 
14.10 with:
- 8 CPU Cores
- 16 GB RAM
- 1 SSD Disk
- 1-4 Disks
Class size is limited to 
8 students.

Attend online or in 
person!

We have rebuilt our Servers for our Virtual #Informix 
DBA training for Informix 14.10, on May 18-21, 2020



Informix Support and Training from the Informix Champions!
Advanced DataTools is an Advanced Level IBM Informix Data Management Partner, and has been an authorized 
Informix partner since 1993. We have a long-term relationship with IBM, we have priority access to high-level support 
staff, technical information, and Beta programs. Our team has been working with Informix since its inception, and 
includes 8 Senior Informix Database Consultants, 4 IBM Champions, 3 IIUG Director’s Award winners, and an IBM 
Gold Consultant. We have Informix specialists Lester Knutsen and Art Kagel available to support your Informix 
performance tuning and monitoring requirements! 

• Informix Remote DBA Support Monitoring 
• Informix Performance Tuning
• Informix Training
• Informix Consulting 
• Informix Development 

Free Informix Performance Tuning Webcast replays at: 
https://advancedatatools.com/tech-info/next-webcasts/

Email: info@advancedatatools.com
Web: https://www.advancedatatools.com
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https://www.advancedatatools.com/


Thank You
Advanced DataTools Corporation

For more information:

Lester@advancedatatools.com
https://www.advancedatatools.com

https://www.advancedatatools.com/

